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Abstract

Massively-parallel graphics processors have the potential to offer high performance at low cost. However, at present such devices are largely inaccessible from higher-level languages such as Java. This work allows compilation from Java bytecode by making use of annotations to specify loops for parallel execution. Data copying to and from the GPU is handled automatically. Evaluation showed that significant speedups could be achieved (up to 180×), that were similar to those claimed by other less-automated work.

1 Problem and Motivation

It has been widely recognised that future improvements in processor performance are likely to come from parallelism rather than increased clock speeds [1]. As well as multi-core CPUs, massively-parallel graphics processors (GPUs) are now widely available that can be used for single instruction multiple data (SIMD) style general processing. However, existing frameworks for making use of this hardware require the developer to have a detailed understanding of the underlying architecture, and to make explicit data movements.

Therefore, while the scientific community are making extensive use of such hardware, it has been difficult to do so from standard desktop applications. These tend to be written in higher-level languages such as Java, and it is from these languages that the hardware has been largely inaccessible. However, while providing bindings [2] for the standard APIs (such as CUDA) makes the hardware available, it goes against many of the reasons for using a high-level language:

- High-level languages are typically used to make programs portable, so making use of hardware specific libraries loses this benefit.
- Computation kernels will still have to be written in the language supported by the framework (typically a C variant), leading to a multi-language solution.

If we could provide a solution that allowed high-level code to be executed on the GPU without affecting portability, then GPUs might be used in more ‘everyday’ applications. It is also important to minimise the burden on the developer. In this work, I concentrated on Java and NVIDIA’s CUDA framework.

2 Background and Related Work

General purpose GPUs support execution of a single computation kernel across a grid—i.e. data parallelism. However, in order to make use of this, we must find such parallelism in our program. Normally, this will be in the form of (nested) for loops where each iteration is independent from the others. Unfortunately, standard Java code does not provide dependency information. Other work [3] has tried to reconstruct this data by analysis. However, automatic parallelisation is well known to be a hard problem due to the difficulty of alias analysis—i.e. determining whether two references might point to the same memory location.
A further complication in using graphics processors is that they operate on separate memory. Data must therefore be transferred to and from the device as appropriate. However, to avoid excess time overheads, we want to restrict these transfers to the minimum possible.

A common alternative has been to simply wrap the GPU API, either as a library [2] or by extra language syntax [4]. Even when the solution allows the kernel’s source to be included as a string in the high-level source code, this approach suffers from the problems already described.

### 3 Approach and Uniqueness

Unlike other approaches, the compiler produced by this work neither relies on automatic analysis nor acts as a simple wrapper for a low-level API. Instead, I introduce program annotations that explicitly indicate parallel for loops. Based on this meta-data, the compiler determines the required data transfers by analysis. It also produces GPU code from the Java bytecode, rather than requiring kernels to be written in the CUDA language. This is all done as an extra compilation step, taking compiled class files and producing modified classes that make the required to calls to a native library (also produced by the compiler) that uses the GPU. Since this step acts on bytecode, it could be performed on an end-user machine without access to source code. This offers some portability, since the transformation can be made just when a suitable GPU is available (provided the required annotations are present).

Whilst [3] also acts on bytecode, this is done within the virtual machine. There are arguments for both approaches. Incorporating the extra steps into the virtual machine requires less end-user intervention, but means that the compilation must be done on every execution, and also that users must replace their existing virtual machine.

#### 3.1 Loop Detection

Java bytecode is made up of unstructured control flow rather than constructs such as conditionals and loops. For the compiler, it is important to reconstruct at least the applicable loops to be able to convert sequential for loops into parallel ones. In general, loops can have a wide variety of forms as shown in Figure 1. A standard restriction is to those with only a single entry point—natural loops. These can be detected using a simple dataflow analysis that considers dominators [5, p655].

The class of loops that can be executed on the GPU must also be suitable for parallel execution. In this work, the loops addressed are limited to trivial loops, defined as natural loops for which there is only one exit, which compares the loop’s index variable with an expression. All writes within the loop to the index variable must be either increments or decrements—i.e. it must be an increment variable. This is a slightly more general form of the loops considered in [6].
3.1.1 Increment Variables

Increment variables can be detected using a simple analysis. We maintain a value $I_v(x)$ for each variable $v$ at each point $x$ in the code under consideration (normally a loop body). This value is taken from the set of values $\mathbb{Z} \cup \top$. An integer $n \in \mathbb{Z}$ indicates that the net effect on the variable from entry until the given point is an increment of $n$. $\top$ indicates that the variable is written to in a more ‘complex’ fashion. We can calculate these values in an iterative manner using the following equation:

$$I_v(x) = \begin{cases} 
m + n & \text{if instruction } x \text{ increments } v \text{ by } n, \text{ and } \forall p \in \text{predecessors}(x).I_v(p) = m \\
\top & \text{otherwise} \end{cases}$$

A proof that this analysis converges is given in the dissertation associated with this work [7, Section 3.3.2].

3.1.2 @Parallel Annotation

When a developer indicates that a loop should be run in parallel using a @Parallel annotation, this means that (apart from increment variables) there are no loop-carried dependencies, and that the expression with which the loop index variable is compared is unaffected by the loop body. In this case, it is therefore possible to know before executing the loop, how many iterations will occur, and the values of the increment variables on each one.

3.2 Code Generation

Once it is established that a loop is suitable for GPU execution, it is necessary to compile the loop body for the graphics processor. This must be done before any alterations are made to the bytecode itself, since the body may make use of features not supported by the GPU (such as recursion or exceptions).

The compiler generates CUDA C, which is in turn passed to NVIDIA’s compiler. This avoided the unnecessary effort of writing an optimiser. Java objects are mapped onto C structs that are supported by CUDA directly. Methods within the objects are converted into simple functions by a name mangling process similar to that used by JNI [8, Table 2-1]. Unfortunately, it is not possible to support inheritance, since function calls are determined statically. In the cases of both arrays and objects, extra checks are needed to ensure that multiple copies of the same object are not imported (due to aliasing).

3.3 Determining Data Transfers

Finally, the compiler must replace the loop with a call to native code that first copies relevant data to the graphics card, and then invokes the generated kernel. The interesting aspect of this is determining which variables need to be copied in to the kernel, and which need to be copied out.

3.4 Copy-In

The variables used by the kernel can be determined by using live variable analysis [5, p608] on the kernel. Arrays can be handled by marking the whole array live whenever any element of it is either read or written to. This treatment is similar to the behaviour of a “write allocate” memory cache (where a cache line must be loaded even for a memory write).
3.5 Copy-Out

Any writes made by the kernel must be to an array, since otherwise an output dependency would exist between different iterations of the loop. The above treatment of arrays means that the copy-out set is always a subset of the copy-in set. However, by using alias analysis it is possible to refine this result. The simple alias analysis used in the compiler does not always converge to a result. It is therefore occasionally necessary to revert to the complete copy-in set (for further details see [7, Section 3.3.3]).

4 Results and Contributions

4.1 Results

The compiler was applied to a range of benchmarks, consisting of both examples written to test specific aspects and also existing publically-available code.

The performance results were encouraging and suggested that the usual speedups associated with CUDA could still be achieved within Java. On the hardware used (2×3.2GHz Pentium 4, with Geforce GTX 260), speedup factors of about 30× were typical for the simple numeric benchmarks (calculating $\sin^2 x + \cos^2 x$ for each number in an array) as shown in Table 1. However, cases requiring many small, and potentially-aliased, objects to be transferred expose the communication and JNI overheads, exhibiting slow downs when little work is done per-object on the GPU. It is clear from the results that reducing data transfer is key to gaining further improvements.

Measurements were also made for two benchmarks from the Java Grande Benchmark Suite [9]. These were broadly similar to the results published for JCUDA [4] on similar hardware (see Table 2). The crypt benchmark is interesting since it shows that the benefits of GPU execution are not restricted to floating point computations.

A final benchmark used was that of Mandelbrot set computation. In this case, the number of iterations used in the computation allows the amount of time spent on the GPU to be varied without affecting the data transfer overheads. This confirmed the expected result that overall speedups were improved when the amount of GPU computation was large compared with the data movement required (Figure 2).

**Table 1:** Speedup factors for simple numeric benchmarks.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Copy-In</th>
<th>Execute</th>
<th>Copy-Off</th>
<th>Kernel Only</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU Execution</td>
<td>–</td>
<td>1180</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Local Variable (1D)</td>
<td>9.3</td>
<td>6.2</td>
<td>15.2</td>
<td>190</td>
<td>38</td>
</tr>
<tr>
<td>Static Field (1D)</td>
<td>9.3</td>
<td>5.0</td>
<td>15.2</td>
<td>236</td>
<td>39</td>
</tr>
<tr>
<td>Object Array</td>
<td>11112</td>
<td>5.4</td>
<td>59.6</td>
<td>219</td>
<td>–</td>
</tr>
<tr>
<td>2D Array</td>
<td>25.5</td>
<td>5.2</td>
<td>34.0</td>
<td>227</td>
<td>18</td>
</tr>
</tbody>
</table>

Table 2: Comparison of Java Grande benchmark timings with JCUDA.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Series (Floating Point)</th>
<th>Crypt (Integer)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Size</td>
<td>$10^4$</td>
<td>$10^5$</td>
</tr>
<tr>
<td>CPU (ms)</td>
<td>17971</td>
<td>182894</td>
</tr>
<tr>
<td>This Project on Geforce GTX 260 (ms)</td>
<td>99</td>
<td>968</td>
</tr>
<tr>
<td>JCUDA on Tesla C1060 (ms)</td>
<td>110</td>
<td>1040</td>
</tr>
</tbody>
</table>
4.2 Conclusions

This work has developed a new compiler which enables Java code to be executed on massively-parallel graphics processors without any need for explicit data transfers. The results achieved demonstrate that it is possible to simplify the development process for making use of GPUs without sacrificing performance compared to other recent, but less automated, approaches.

It is also possible to predict the overheads in certain scenarios, and this might be important in future work that is either more automated or which gives more developer guidance.
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