PLDI: G: NAP: Noise-Based Sensitivity Analysis for Programs

1 Introduction

Low-precision approximation of programs enables faster computation in fields such as machine learning, data analytics, and vision. Such approximations automatically transform a program into one that approximates the original output but executes much faster. At the heart of this approximation is sensitivity analysis – understanding the program’s robustness to various perturbations. Sensitivity analysis provides a metric to measure the effect of a change to a value on the output, creating an opportunity for safe and principled approximations.

We propose NAP (Noise-based Analyzer of Programs) which provides a novel sensitivity analysis of each operator and variable in a program. NAP performs sensitivity analysis by introducing independent Gaussian noise to each value in a program (e.g., arithmetic operator and variable reference), producing a stochastic semantics of the program.

NAP then jointly maximizes the variances of the noise distributions subject to a bound on the stochastic program’s expected error. NAP poses the maximization process as the solution to a novel constrained optimization problem and solves the problem using stochastic gradient descent (SGD).

NAP’s design explores a new area for sensitivity analysis in that its noise-based approach computes a region-based estimate of sensitivity that computes the expected error with respect to perturbations within the program’s entire noise envelope. This approach can more accurately characterize sensitivity than a point-based estimate, such as the derivative, because while the derivative at a point may be large in magnitude, the total variation in expected error over the point’s local region may be small.

In this paper, we validate NAP’s sensitivities by using them to generate mixed-precision approximate programs for a neural network as well as for a set of scientific computing benchmarks. We demonstrate the value of NAP’s noise-based approach and compare it to standard point-based approaches.

2 NAP (by Example)

NAP takes as input a program \( f \), a distribution \( D \) over inputs to \( f \), and a loss function \( L \) that describes the quality of the approximate outputs, and it produces a sensitivity analysis. NAP’s pipeline for sensitivity analysis is:

1. Insert Gaussian noise parametrized by variance to the targets of approximation.
2. Solve an optimization problem to maximize these variances subject to an expected error constraint, which is the difference between the true output and the output generated from the noise-inserted program. The variances become the sensitivities.

For example, consider the function

\[
f(x, y) = x + \sin(1000y)^2
\]

where the inputs \( x, y \) are uniformly distributed following \( x \sim U(-100, 100) \) and \( y \sim U(-1, 1) \).

Inserting noise NAP introduces noise variables \( \bar{\epsilon} \) into the program producing a noisy program

\[
f_\epsilon(x, y) = [x\epsilon_x + \sin((1000 \times [y\epsilon_y]) \epsilon_{\sin})] \epsilon_x\epsilon_{\sin},
\]

where \( \epsilon \sim N(\bar{\epsilon}, \sigma^2) \). Note that \( N(\bar{\epsilon}, \sigma^2) \) denotes \( N(\bar{\epsilon}, \Sigma) \) where the covariance matrix is nonzero only at \( \Sigma_{ii} = \sigma_i^2 \). Each of the Gaussian-distributed noise variables in the noisy program \( \tilde{f} \) corresponds to a single variable or operator in \( f \). For example, \( \epsilon_x \) models the error introduced in the multiplication between 1000 and \( y \). Constants,
双精度变量的分配。我们展示了在不同尺度下存在不同的敏感性。这些敏感性可以用于指导近似，比如通过优化来计算。训练包括采样 (Equation 1) 与带噪程序

\[ L(f, f_\epsilon) = (f - f_\epsilon)^2. \] (4)

输入的解析度是目标，这意味着程序所依赖的变量将从数据分布中变化以响应到错误的改进。

NAP 使用 loss function

\[ \max_{\hat{f}} \left( \sum_i \log(\sigma_i) - \lambda \mathbb{E}_{\tilde{x} \sim D, \epsilon \sim \mathcal{N}(\tilde{x}, \sigma^2)} L(f, f_\epsilon) \right) \] 3.1 Syntax and Semantics

常量 \( c \in \mathbb{R} \)

变量 \( x \in \text{Strings} \)

分布 \( D \in \text{Probability Distributions} \)

环境 \( \gamma \) 定义为 \( \Gamma \) 与 \( \gamma[x \mapsto v] \)

上下文 \( \Gamma \) 定义为 \( \Gamma \) 与 \( x \mapsto D, \Gamma | x \in D, \Gamma \)

表达式 \( e \) 定义为 \( e \) 与 \( x | N(e) | e \odot e \)

环境中的变量映射到程序中的变量，使得表达式在噪声程序中被近似。

3.4 Contexts and environments

我们使用常见的上下文和环境的解释来理解表达式的近似。例如，如果我们分配一个变量到 double 以进行 double 类型的分配，那么在 add 中，我们将得到 double 类型的分配。在 contrast 中，我们将分配一个变量到 double 程序中进行的 double 类型的分配，那么在 add 中，我们将得到 double 类型的分配。
introduces noise into the input.

\[
\begin{align*}
\{\cdot\} &= \text{return }\cdot \\
\{x \leftarrow D, \Gamma\} &= \lambda \bar{\sigma}.
\end{align*}
\]

For each noisy expression \(N(e)\), we introduce a fresh positive real variable. This variable is the standard deviation \(\sigma\) of a normal distribution that we will optimize over and will eventually become the sensitivity of that expression. We denote a generic binary operation (such as \(+, -, \times, \div\) with the symbol \(\odot\).

\[
\begin{align*}
\mathcal{G}[c] &= \ast \\
\mathcal{G}[x] &= \ast \\
\mathcal{G}[N(e)] &= \mathcal{G}[e] \times \mathbb{R}^+ \\
\mathcal{G}[e_1 \odot e_2] &= \mathcal{G}[e_1] \times \mathcal{G}[e_2]
\end{align*}
\]

Noisy expressions For each noisy expression \(N(e)\), we introduce a fresh positive real variable. This variable is the standard deviation \(\sigma\) of a normal distribution that we will optimize over and will eventually become the sensitivity of that expression. We denote a generic binary operation (such as \(+, -, \times, \div\) with the symbol \(\odot\).

\[
\begin{align*}
\{[\cdot]\} &= \text{return }[\cdot] \\
\{x \leftarrow D, \Gamma\} &= \lambda(\bar{\sigma}_1, \sigma).
\end{align*}
\]

We introduce a scale factor \(\epsilon\) that we sample from a normal distribution with mean 1 and variance \(\sigma^2\). The mean is 1 because we want the noisy expression to be equivalent to a noiseless expression when \(\sigma^2 = 0\). The computation proceeds by recursively sampling to obtain a single output value and then scaling the output by \(\epsilon\).

\[
\|N(e)\|_\gamma = \lambda(\bar{\sigma}_1, \sigma).
\]

\[v \leftarrow \|[\cdot]\|_\gamma(\sigma)\]

\[\epsilon \leftarrow \mathcal{N}(1, \sigma^2)\]

\[\text{return } v\epsilon\]

3.2 Optimization Problem

In terms of our defined semantics, the optimization problem for the program \(f(\Gamma) \triangleq e\) is

\[
\max_{\sigma \in \mathcal{G}[\Gamma], \sigma' \in \mathcal{G}[\Gamma], \sigma' \in \mathcal{G}[\Gamma]} \log(\sigma_i) - \lambda \mathbb{E}_{\gamma \sim [\Gamma](\sigma)} \mathbb{E}_{\gamma \sim [\Gamma](\sigma')} \mathcal{L}(\gamma, y), \quad (5)
\]

where \(\lambda > 0\) is the regularization parameter and the loss \(\mathcal{L}\) is the domain specific loss that measures the performance on a given task.

Coherence Thus far, we have motivated region-based sensitivities by showing how they can be nonlocal. However, when we add an infinitesimal amount of noise to the program, we would hope that the resulting sensitivities would coincide with the point-based estimations. We prove that for a second-order approximation of the mean-squared-error loss, the constrained optimization problem defined in terms of Equation 5 approaches these Hessian sensitivities. Consider

\[
\max_{\sigma \in \mathcal{G}[\Gamma], \sigma' \in \mathcal{G}[\Gamma], \sigma' \in \mathcal{G}[\Gamma]} \log(\sigma_i)
\]

\[\text{s.t. } \mathbb{E}_{\gamma \sim \mathcal{G}[\Gamma](\sigma), \gamma' \sim \mathcal{G}[\Gamma](\sigma')} \mathbb{P}(\gamma' H \gamma' \leq \delta), \quad (7)
\]

where \(\delta > 0\) corresponds to the regularization parameter \(\lambda\), controlling the magnitude of noise tolerated, and \(H\) is the Hessian of the loss. Notice that if we were to try to solve this constrained optimization problem with Lagrange multipliers, then we would obtain the objective in Equation 5 except with the loss instead of the Hessian approximation. With regard to the constrained optimization, we present the following theorem:

**Theorem 1.** If \(H\) is an \(n \times n\) positive semidefinite Hermitian matrix and \(\bar{\sigma}\) is the diagonal of the covariance matrix, then the solution to the optimization problem

\[
\max_{\sigma \in \mathcal{G}[\Gamma], \sigma' \in \mathcal{G}[\Gamma], \sigma' \in \mathcal{G}[\Gamma]} \log(\sigma_i)
\]

\[\text{s.t. } \mathbb{E}_{\gamma \sim \mathcal{G}[\Gamma](\sigma), \gamma' \sim \mathcal{G}[\Gamma](\sigma')} \mathbb{P}(\gamma' H \gamma' \leq \delta), \quad (7)
\]

is \(\bar{\sigma}^2 \propto \text{diag}(H^{-1})\).
Proof Sketch. Simplify the optimization problem using concavity of the log and linearity of expectation to

$$\max \prod_i \sigma_i^2$$

s.t. $\sum_i \sigma_i^2 h_{ii} \leq \delta$.

Using the AM-GM inequality gives

$$n - \sqrt[n]{\prod_i \sigma_i^2 h_{ii} \leq \sum_i \sigma_i^2 h_{ii}}$$

The left expression is a scalar times the objective, by monotonicity of square-root. A maximum is achieved when the constraint is tight. From AM-GM, this is the case exactly when all of the terms are equal, yielding

$$\sigma_i^2 h_{ii} = \sigma_j^2 h_{jj} \quad \forall i, j$$

Thus, to respect the constraint, each of these terms is equal to a constant $c = \delta / n$. Now we see that

$$\sigma_i^2 = c / h_{ii},$$

which shows the desired proportionality. $\square$

Thus, we find that to a second-order approximation, larger variances (entries of $\vec{\epsilon}$) come from smaller entries on the diagonal of the Hessian. As a result, $\vec{\epsilon}$ will be large in directions in which there would be a small change in the loss. This optimization problem bears a close resemblance to the well-known Hessian loss used in some of the early literature on neural network quantization [2]. The Hessian approach is point-based and therefore only local. In this case, the approximation becomes worse as the variation of the second derivative increases around the target point of approximation. For example, in a quadratic function, the Hessian perfectly models the curvature everywhere, whereas for a higher-order function (such as a cubic) it does not.

4 NAP for Precision Tuning

We compare NAP’s region-based sensitivity analysis with first- and second-order point-based approaches from ADAPT and the Hessian approach – a generalization of ADAPT consistent with the model used in Theorem 1 [8]. We compare with the published results from ADAPT and our results generated using the Hessian.

Techniques ADAPT uses derivatives and approximations of down-cast errors to estimate output error and uses the generated sensitivities as an ordering on variables. Less sensitive variables are cast down until the error threshold is violated. The output is an assignment of variables to double and long double variables.

NAP has a number of key differences from ADAPT:

- NAP generates precisions for program variables and operators, while ADAPT generates precisions only for variables.
- NAP generates an approximate program by optimizing over a distribution of inputs, whereas ADAPT optimizes for a single input.
- NAP generates multi-precision (positive integer mantissa) bitwidths. ADAPT selects between two precisions.

We compute the Hessian sensitivities by averaging the squares of the derivative values over multiple input samples. There is a mathematical equivalency between this and taking the second-order derivative of the mean-squared error loss with respect to each of the noise variables $\vec{\epsilon}$ that NAP introduces (e.g. see Equation 2).

NAP converts the sensitivity $\sigma_i^2$ of each variable to an assignment of $n$ mantissa bits by following the equation $n = -\lceil \log_2(\sigma) \rceil$.

Methodology We compare approximations guided by sensitivities from NAP and the Hessian approach on a subset of FPBench benchmarks [3]. NAP and the Hessian approach both sample inputs from a uniform distribution over each input interval specified in FPBench. We use the error bounds from the FPTuner paper [1].

The Hessian approach and NAP generate multi-precision assignments. To obtain precisions from Hessian sensitivities, we take logarithm of the sensitivities, shift them until they are all positive, and make them the bitwidths of the corresponding variables. We then increment or decrement bitwidths until the error bound is satisfied as tightly as possible.

We address the differences between ADAPT’s and NAP’s designs by:

- Computing average bitwidths over only the program variables for NAP.
- Providing experiments with NAP for both single-input and multi-input cases. Single-inputs are assigned to be the mean of the range that the input was defined over (unless the mean is 0 where we use the mean of the positive segment). For the multi-input case, inputs are uniformly distributed over the appropriate intervals. The arclength benchmark is only specified at a point, so we omit multi-input results.
- Calculating the mean over the bitwidths of the variables that are multi-precision, mixed-precision, and double and long double (D & L). Mixed-precision assignments are IEEE 754 standard floats, assigned by incrementing or decrementing precisions until the error bound is satisfied as tightly as possible. We use a similar methodology for D & L configurations.
<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>Ops</th>
<th>Error Thresholds</th>
<th>ADAPT</th>
<th>Single Input NAP</th>
<th>Multiple Input NAP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Multi</td>
<td>Mixed</td>
</tr>
<tr>
<td>carbonGas</td>
<td>15</td>
<td>1e-10</td>
<td>58.4</td>
<td>47</td>
<td>48.4</td>
</tr>
<tr>
<td>jetEngine</td>
<td>28</td>
<td>1e-13</td>
<td>58</td>
<td>47.9</td>
<td>53.4</td>
</tr>
<tr>
<td>arclength</td>
<td>33</td>
<td>1e-12</td>
<td>52</td>
<td>23.9</td>
<td>30.4</td>
</tr>
<tr>
<td>simpsons</td>
<td>43</td>
<td>1e-12</td>
<td>53.2</td>
<td>43.7</td>
<td>52</td>
</tr>
</tbody>
</table>

Table 1. We compare ADAPT’s double and long double (D & L) assignments with the single-input and multi-input version of NAP’s multi-precision (Multi), mixed-precision (Mixed), and D & L precisions. All but the first two columns show the average number of bits in the mantissa for the targets of approximation. The multi-input task is harder than the single input one since NAP fits to a distribution over inputs rather than fitting to a specific input.

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>Ops</th>
<th>Threshold</th>
<th>Hessian</th>
<th>NAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>carbonGas</td>
<td>15</td>
<td>1e-08</td>
<td>52.9</td>
<td>48.4</td>
</tr>
<tr>
<td>doppler1</td>
<td>11</td>
<td>1e-13</td>
<td>54.6</td>
<td>49.9</td>
</tr>
<tr>
<td>doppler2</td>
<td>11</td>
<td>1e-13</td>
<td>55.6</td>
<td>51.2</td>
</tr>
<tr>
<td>doppler3</td>
<td>11</td>
<td>1e-13</td>
<td>52.9</td>
<td>50.7</td>
</tr>
<tr>
<td>jetEngine</td>
<td>28</td>
<td>1e-11</td>
<td>50.9</td>
<td>50.5</td>
</tr>
<tr>
<td>predprey</td>
<td>7</td>
<td>1e-16</td>
<td>56.3</td>
<td>50.7</td>
</tr>
<tr>
<td>rigidbody1</td>
<td>11</td>
<td>1e-13</td>
<td>53</td>
<td>50.7</td>
</tr>
<tr>
<td>rigidbody2</td>
<td>13</td>
<td>2e-11</td>
<td>53</td>
<td>49.3</td>
</tr>
<tr>
<td>sine</td>
<td>11</td>
<td>2e-16</td>
<td>53</td>
<td>47.8</td>
</tr>
<tr>
<td>sineOrder3</td>
<td>6</td>
<td>1e-15</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>sqroot</td>
<td>12</td>
<td>2e-16</td>
<td>56.2</td>
<td>48.8</td>
</tr>
<tr>
<td>turbine1</td>
<td>16</td>
<td>1e-14</td>
<td>64.5</td>
<td>49.1</td>
</tr>
<tr>
<td>turbine2</td>
<td>13</td>
<td>1e-14</td>
<td>53.2</td>
<td>49.8</td>
</tr>
<tr>
<td>turbine3</td>
<td>16</td>
<td>1e-14</td>
<td>64.6</td>
<td>49.8</td>
</tr>
<tr>
<td>verlhulst</td>
<td>5</td>
<td>1e-16</td>
<td>56</td>
<td>51.2</td>
</tr>
</tbody>
</table>

Table 2. We compare multi-precision assignment from the Hessian approach and NAP. The two rightmost columns show the average number of bits in the mantissa for the targets of approximation.

Results Table 2 shows that NAP’s precision assignments save an average of 5.2 bits versus those from the Hessian approach.

In Table 1 for the single-input case, there is an average savings of 14.8 bits in multi-precision mode, 9.3 bits in mixed-precision mode, and 2.1 bits in the comparison using double and long double (the same as ADAPT). Evaluating over multiple inputs, which is a more practical and challenging case, NAP can still save an average of 4.1 bits in multi-precision mode, but requires additional bits for more coarse precisions.

5 Related Work

Researchers have approached program approximation by performing loop perforations, function substitutions, and quantization [4, 6, 9]. Other approaches provide maximum instead of expected error bounds, which can be valuable in safety-critical systems, but perform poorly in the average case [1, 4]. Still others produce annotations that identify operations requiring high precision [10, 11].

We compare a Hessian-based quantization approach to ours and show that at low bitwidths, it produces worse results than our approach [2]. Our sensitivity analysis is similar to the noise model used to compute generalization bounds on neural networks [5]. We hope to extend our work to provide generalization bounds on families of approximations.
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