This paper introduces PaSh, a new shell that exposes data parallelism in POSIX shell scripts. To achieve that, PaSh proposes: (i) an order-aware dataflow model that captures a fragment of the shell, (ii) a set of dataflow transformations that extract parallelism and have been proven to be correct, (iii) a lightweight framework that captures the correspondence of shell commands and order-aware dataflow nodes, and (iv) a just-in-time compilation framework that allows for effective compilation despite the dynamic nature of the shell. A preliminary evaluation of PaSh on 50 unmodified Unix scripts on a 16-core machine shows significant speedups (up to 14.93×, avg: 4.15×).

1 INTRODUCTION
The Unix shell is an attractive choice for specifying succinct and simple scripts for data processing, system orchestration, and other automation tasks [21]. Consider for example the script shown in Figure 1, which is based on the original spell program by Johnson [1], lightly modified for modern environments. As this example illustrates, the Unix shell promotes a model of computation in which each command executes sequentially, with pipelined parallelism available between commands executing in the same pipeline. This pipelined computation model ignores parallelism that can be achieved by processing different parts of the input data in parallel, i.e., data parallelism.

This fact is known in the Unix community and has motivated the development of a variety of tools that attempt to automatically exploit data parallelism in shell scripts [9, 11, 25, 28]. Unfortunately, these tools require manual effort and can easily generate parallel implementations that produce incorrect results. This is partially due to the fact that these tools do not accurately model shell semantics, but rather rely on operational intuition for correctness.

To address this challenge, I am working on PaSh, a new shell that focuses on exposing latent data parallelism in POSIX shell scripts. A main design goal of PaSh is to be provably correct, i.e., achieve parallelism and improved performance without breaking the semantics of shell scripts. PaSh borrows ideas from prior research on dataflow models [6, 13, 14, 16, 19, 20] and automatic parallelization [7, 8, 23, 24], but also proposes its own set of solutions for the particular challenges present in the context of the shell.

2 CHALLENGES AND SOLUTIONS
2.1 Challenges
The shell comes with a unique set of challenges that make automatic parallelization difficult.

**Subtle Command Data Parallelism** Techniques used for achieving data parallelism in existing dataflow based systems, like MapReduce [5] and Apache Spark [29], require that dataflow nodes are commutative, i.e., the order in which they read their inputs does not affect the output, or data parallel with respect to some key, i.e., inputs with different keys can be processed independently. Such techniques are not directly applicable in the shell because the order in which commands read their inputs matters, for example `grep -vx $DICT` needs to complete reading $DICT before starting to read from its standard input.

**Arbitrary Commands** In contrast to restricted programming frameworks that enable parallelization by supporting a few carefully designed primitives, the Unix shell provides an unprecedented number and variety of composable commands—the example in Figure 1 composes 7 unique commands. These commands are written in a variety of programming languages, and the source is
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Fig. 1. **Spell**: The script streams two markdown files into a pipeline that converts characters in the stream into lower case, removes punctuation, sorts the stream in alphabetical order, removes duplicate words, and filters words based on whether they exist in a dictionary file. A second pipeline (line 4) counts the resulting lines to report the number of misspelled words to the user.

often not available, making an automated analysis that identifies parallelizability properties of commands infeasible. Furthermore, commands are continuously updated and users install new ones in their system, meaning that a one-time manual analysis of existing commands would quickly become obsolete.

**Dynamic Environment** The shell is a environment where the results of execution depend on several dynamic components, such as the file system, the current directory, environment variables, and unexpanded strings. The example in Figure 1 illustrates these dynamic features: the first `cat` reads an unknown number of files using `*` from an unknown directory `$DIR`, which could be relative to the current working directory `$PWD`. This makes it extremely hard to perform any safe analysis or transformation ahead of time.

2.2 Solutions

To address the three aforementioned challenges, we propose the following three solutions.

**Order-aware dataflow model and Transformations** We have developed an order-aware dataflow model that exposes information about the order in which nodes consume their inputs, such as the input consumption order of `grep` in Figure 1, capturing a fragment of the shell that is pure, i.e., scripts in this fragment only affect their environment through a set of output files. We build on this model, by developing several transformations that can be applied on dataflow programs and improve performance by exposing parallelism. We have proven that these transformations are correct, meaning that they preserve the behavior of the dataflow program, and we have formalized a bidirectional transformation from shell scripts in this fragment to our dataflow model and back.

**Command-Node Correspondence Framework** The expressiveness of the order-aware dataflow model enables defining a correspondence between shell commands and dataflow nodes, which is then lifted to a correspondence between dataflow programs and shell programs written in the pure fragment. We build on this by developing a framework that allows describing this correspondence for each command; the framework captures high-level properties of commands that are necessary for (i) translating a command to a dataflow node and back, e.g., its inputs and outputs and how they map to the command arguments, and (ii) the parallelizing transformations to be sound, e.g., whether the command processes each line of its input independently. We conducted a thorough study of all POSIX and GNU Coreutils commands to identify common command patterns, and based on those we designed an annotation language that succinctly captures the correspondence of several commands. The correspondence for each command, using the annotations or the general framework, can be created by command experts or automated tools, which can then be shared across shell users in the form of a command correspondence library. The correspondence library acts as an intermediate level abstraction that decouples the analysis of arbitrary shell commands from the development of tools that need to know whether each command satisfies a few high-level properties. To address cold-start issues, we wrote annotations for 47 commands (708 lines of annotation code).
Just-in-Time Compilation  To address the third challenge we have developed a just-in-time\(^1\) compilation framework that is tightly coupled with the execution of the shell. Shell script execution is unique \([10]\) in that it switches between (i) word expansion, e.g., expanding variables and \(*\), and (ii) evaluation, e.g., executing a command by forking a worker process. Intuitively, our JiT compiler leaves all expansion, which is not computationally heavy but maintains a very complex state, to the user’s shell, only interjecting before a switch from expansion to evaluation. At that point, given the current execution state, e.g., environment variables and the state of the file system, if it can infer that the part of the script that is to be evaluated is amenable to parallelization, it compiles it, just-in-time, and then executes the generated parallel version of it. This allows the compiler to exploit all available dynamic information to generate a parallel version of the script that is both correct and efficient.

3 IMPLEMENTATION AND EVALUATION

We compose all these solutions in a system that parallelizes shell scripts called PaSh and is publicly available here: https://github.com/andromeda/pash. PaSh executes a given script using JiT compilation, compiles parts of it to dataflow programs in our model, optimizes them by applying parallelization transformations, and finally translates them back to shell scripts and executes them. In addition to the above solutions, our implementations contains solutions to several technical challenges, such as the development of a set of highly optimized primitives for buffering and data splitting that significantly improve processor utilization and the parallel script execution time.

3.1 Evaluation

We briefly illustrate the execution time benefits achieved by PaSh, by using it to execute three sets of shell scripts taken from various sources, including GitHub, Stackoverflow, and the Unix literature \([1–3, 12, 21, 26]\):

- **Expert Scripts**: The first set contains 10 scripts: nfa-regex, sort, top-n, wf, spell, difference, bi-grams, set-difference, sort-sort, and shortest-scripts. These scripts contain commands that range from a scalable CPU-intensive `grep` in NFA-regex to a non-parallelizable `diff` in Difference. The input dataset of all these scripts (except for shortest-scripts) is the text of War and Peace downloaded by Project Gutenberg and multiplied to reach 1GB in size. The input data of shortest-scripts consists of all the commands in `/usr/bin` of the machine where the evaluation was executed multiplied 100 times to reach 8.5MB in size.

- **COVID-19 Mass-Transit Analysis Scripts**: The second set contains 4 scripts that were used to analyze real telemetry data from bus schedules during the COVID-19 response in one of Europe’s
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The scripts compute several statistics on the transit system per day—such as average serving hours per day and average number of vehicles per day. The input dataset of the scripts is about 3.4GB and contains telemetry data from January 20th 2020 to January 9th 2021.

- **Unix50 Pipelines:** The third set contains 36 pipelines solving the Unix50 game [18]. This set is from a recent set of challenges celebrating of Unix’s 50-year legacy, solvable by Unix pipelines. We found unofficial solutions to all-but-three problems on GitHub [3], expressed as pipelines with 2–12 stages (avg.: 5.58), and we executed them as-is without modifications. The input dataset of the scripts corresponds to the original Unix50 game input multiplied to reach 10GB in size.

Figure 2 shows the execution times achieved by PaSh and bash for all scripts on a 16-core machine. PaSh achieves significant speedups on all scripts that perform non-trivial computation (>0.1s).

4 BROADER IMPACT

Shell scripts are ubiquitous, utilize programs from a plethora of programming languages, and spend a significant fraction of their time executing sequentially. This paper presents PaSh, a system that addresses several challenges of the domain of the shell to enable shell users to parallelize their programs mostly automatically.

Even though shell scripts are ubiquitous, they have mostly escaped the attention of the programming language community because of three main reasons: (i) shell commands can have arbitrary behaviors and are usually black boxes, making them hard to analyze or reason about, (ii) the shell’s dynamic nature makes any static analysis or transformation incorrect or ineffective, and (iii) the shell’s semantics and behavior is considered black magic and was until recently not fully understood.

Recent work by Greenberg and Blatt [10] addressed the third issue, paving the way for a better understanding of the shell and the development of tools, analyses, and transformations targeting it. We see PaSh as a step towards addressing issues (i) and (ii) above, by (i) proposing a correspondence framework that enables decoupling command analysis from the development of tools for the shell, and by (ii) introducing a JiT compilation framework for the shell that allows performing analyses and transformations on shell scripts at the right time to have necessary runtime information. These two solutions create a foundation that can enable further studies of the performance and correctness of shell scripts, even outside of the domain of parallel computation. Two particularly interesting avenues for future work are:

**Incremental Computation:** IC has been studied for several domains [22] and is particularly useful in the context of the shell, since developing a script is an iterative cycle of coding, testing, and inspecting. In addition, scripts are often used for data-downloading, extracting, cleaning, etc. Combining the correspondence framework, which can expose necessary information for shell commands (such as their inputs and outputs), and the JiT compiler, which can have up-to-date information about the files in the file system, we have the critical building blocks for a runtime that incrementally reinterprets a script given changes in its input.

**Developer Support:** Shell script development is particularly hard due to its highly dynamic nature and the unpredictability of commands. Extending the correspondence framework with additional properties could allow for a variety of analyses—substantially more than syntactic checks [17], man-page-directed listings [15], and purely text-based analyses [4]. Such analyses could then be executed in an interactive way, by building on top of the JiT framework to have access to the latest relevant information.
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