Abstract

Optimizing compilers use—often hand-crafted—heuristics to control optimizations such as inlining or loop unrolling. These heuristics are based on data such as size and structure of the parts to be optimized. A compilation, however, produces much more (platform specific) data that one could use as input. We thus propose the use of machine learning (ML) to derive better optimization decisions from this wealth of data and to tackle the shortcomings of hand-crafted heuristics. Ultimately, we want to shed light on the quality and performance of optimizations by using empirical data with automated feedback and updates in a production compiler.
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1 Motivation

There is a large amount of metrics which cause compilers to take vastly different decisions when dynamically compiling code [10]: CPU features, code features, timing or profiling data. Machine learning can be—and has been [2, 10, 12]—successfully used to find near-optimal parameters for driving compiler optimizations. Such parameters include inlining depth, loop unrolling factors or cost models for assessing the quality of optimization opportunities. However, learning-based solutions are often employed as a black box, causing their adoptions by compiler developers to be rather low. Thus, machine learning hardly finds its way into dynamic production compilers. None of HotSpot, JavaScript V8 [11] or Graal compiler [13] are using machine learning to make decisions during dynamic compilation to our knowledge. For LLVM, there is a recent approach1 trying to use reinforcement learning to improve heuristics in a static compilation setup, which is not in production either. Our motivation is thus, to leverage the advantages of machine learning in the domain of compiler development by creating an iterative approach for incrementally evaluating and optimizing compiler decisions for a state-of-the-art dynamic compiler.

2 Problem

Compiler optimizations often rely on hand-crafted heuristics, which are fine-tuned by compiler experts to provide near-optimal results with respect to pre-defined success metrics. Those metrics are highly domain-specific, like peak performance for long-running applications or minimal code size for embedded software. Tuning compiler heuristics is often an incremental process involving a learning-by-doing approach for compiler developers, as indicated in Figure 1a. Therefore, the quality of hand-crafted heuristics reflects the expertise of compiler engineers and the benchmarks that are used for creating and evaluating the heuristics. In practice, those heuristics are often static and use a one-size-fits-all approach [10]. The pragmatic reason is, that the wide range of customers with varying requirements but no expertise in performance engineering need to be provided with a default solution covering most use cases. Besides, performance heuristics are hardly ever changed, because of unforeseeable implications to the system as a whole, which can cause performance regressions as result of misinterpreted data. There are essentially three problems with hand-crafted heuristics:

- they require domain expertise
- they are often static and one-size-fits-all
- they require manual maintenance and updates based on human-interpreted data

Machine learning can be used to significantly reduce these problems by providing an automated, data driven approach.
which can be used for creating custom heuristics or optimization decisions for different environments. There has been a variety of research in this area over the last decades [2, 12], but none in a dynamic, production level compiler. Figure 1b depicts the traditional approach for introducing machine learning in a compiler. However, using machine learning as a black box may complicate maintenance and further compiler development on top it. Embedding machine learning into a compiler is also time-consuming, especially in just-in-time (JIT) compilers where compile time directly impacts run time and performance of a program. Thus, machine learning should be used complementary to domain knowledge, to both verify and improve optimization heuristics while introducing automation and maintaining understandability at the same time.

3 Approach

In this paper we propose an approach where machine learning is used in an assistive way to support compiler optimizations. Figure 2 depicts the high-level workflow to obtain understandable, yet data-driven improvements for particular optimizations. It combines features from machine learning—such as automatic adaptation of existing heuristics—with supporting compiler experts to derive new knowledge. It allows an assessment of existing compiler decisions by comparing them against findings that are purely derived from data. There are several studies [7, 10] where machine learning has performed better than human-crafted heuristics. However, they lack any feedback into existing optimizations. The feedback loop in our approach, as indicated in Figure 2, can either be fully automated to react to changes in the environment online, or by providing a compiler expert with information which can be analyzed offline to improve the heuristics.

When defining success metrics for our approach, we have to consider its multi-dimensionality in a dynamic production compiler. We are targeting:

- **performance** of the compiled program
- **compilation time / warmup**
- **maintainability** in the context of automated feedback

Figure 2. Workflow of assistive machine learning in compilers. Machine learning is used to automatically provide feedback based on observed compilation data.

- **understandability** of compiler internals (data analysis)

More general, a performance improvement is tied to the performance metrics of the underlying optimization, which might include a trade-off between execution time and code size or memory usage. Besides, with automated feedback and optimizations enabled via machine learning, success metrics can be found in the soft skill set of a compiler, including easier maintainability and more domain-specific compilers in general. For our machine learning pipeline, we use the following abstract steps, which are embedded in Figure 2:

**Data Generation:** Similar to human expertise, a machine learning model has to build up its knowledge initially. Thus, we need to generate a sufficient amount of data, by compiling a set of benchmark suites (cf. Section 3.1) to extract program characteristics. For future projects we plan to expand the set of learning data, by compiling standard libraries or user programs to train models for particular domains.

**Feature Engineering:** In a machine learning task, a target value is predicted using a set of input features fed into a model. For the domain of compilation, these features can be roughly grouped into static, dynamic, and graph-based [12]. Their number can be important when it comes to model size and prediction speed, which both are crucial factors in a dynamic production compiler. Depending on the problem context, the number of features can be reduced by removing correlating features. Principal component analysis (PCA) [1] might be a viable option to obtain maximum information
from a minimum number of features. However, PCA creates new features by combining existing ones, which reduces overall understandability and should therefore be omitted if there are more intuitive ways for reducing features.

**Learning:** There is a variety of different learning techniques to build machine learning models [2, 12]—most of them are applied offline. However, we plan to automate the process of updating the model online after new data is encountered.

**Feedback:** One paramount component in our assistive ML approach is the feedback loop which manifests itself on multiple occasions. As indicated in Figure 2, the ML model should be automatically updated after new data has emerged. Furthermore, feedback regarding the quality of heuristics should be automatically incorporated by updating (static) heuristics. Ultimately, compiler experts should be provided with data to investigate compiler internals based on findings from learned data.

### 3.1 Evaluation Methodology

We claim that machine learning can greatly help with improving compiler optimizations. To evaluate this claim, we implement our approach in the Graal compiler [4, 13]. We plan to train our predictors using benchmark suites such as dacapo [3], scala-dacapo [9], renaissance [8], octane 

3 for an initial evaluation. Regarding performance, we want to compare the expert-created heuristics in Graal against our ML predictors with respect to compile time, code size, and peak performance. For these comparisons we will conduct experiments with known benchmarks as well as unknown user programs to also assess the generalization of both models under comparison.

### 3.2 Case Study

In this section, we present a case study on how to improve an existing compiler optimization with assistance of machine learning. The targeted optimization is code duplication [5] shown in Figure 3. Its idea is to copy code at control flow merges (line 3 in Figure 3a) into the predecessors blocks (Figure 3b), which can enable further optimizations (Figure 3c).

When executed prematurely, duplication can cause huge code size bloats. Thus, Leopoldseder et al. [6] present a trade-off heuristic between estimated code growth and estimated number of saved execution cycles to trigger duplication. They created a cost model for annotating each node of the compiler’s intermediate representation (IR) with an estimated abstract size and number of execution cycles. This cost model is hand-crafted by compiler experts and provides significant performance improvements when used in heuristics. However, it resembles a linear regression like model, where estimates for total code size and performance impact...
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**Figure 3.** Code duplication example, modified from [5]

<table>
<thead>
<tr>
<th>Function</th>
<th>#AddNode</th>
<th>#IfNode</th>
<th>FeatureX</th>
<th>codeSize</th>
</tr>
</thead>
<tbody>
<tr>
<td>f1benchX</td>
<td>27</td>
<td>8</td>
<td>...</td>
<td>924</td>
</tr>
<tr>
<td>f2benchX</td>
<td>16</td>
<td>1</td>
<td>...</td>
<td>438</td>
</tr>
<tr>
<td>f4benchY</td>
<td>4</td>
<td>0</td>
<td>...</td>
<td>102</td>
</tr>
</tbody>
</table>

of a duplication are calculated as

\[
\sum_{n \in G} n \cdot \text{cost}(n)
\]

In this function, \( n \) is one node in the (sub-)graph \( G \) to be duplicated and \( \text{cost}(n) \) is either abstract size or cycles as defined in the node cost model. In reality we would expect a non-linear relationship between the compiler graph after duplication and the final code size. This is because of subsequent compiler phases which manipulate the graph and in further consequence the nodes which are turned into machine code. While a linear model might approximate this non-linear relationship, finding the right coefficients (i.e. abstract code size and abstract cycles for each node type as defined in the node cost model) might be a tedious and error prone task, as subsequent compiler phases have to be taken into account.

In this case study, we want to show how the existing node cost model could be improved, by comparing its estimations to predictions performed by a machine learning model. More accurately, we evaluated the code size impact heuristic of the cost model. Therefore, we trained an ANN for learning the non-linear relationship between the number of IR nodes at the time of duplication and the code size after subsequent optimization phases. The input vector is depicted in Table 1. For generating data, we used the benchmark suites from Section 3.1 and gathered over 300,000 data points over several benchmark executions. The Feature vectors, including node counts and code size label are extracted using Graal’s
debug phases. Figure 4 shows the accuracy of the resulting neural network, visualized as bar plot. The x-axis depicts the relative error between predicted and actual byte code size, which is aggregated in buckets of size 0.1 (or 10%). On the y-axis, the relative number of methods for each bucket is labeled. Altogether, over 70% of the predictions are less than 10% off from the target label. To find misbehavior in the existing node cost model, we implemented our prototype machine learning predictor in Graal in a way, that both models are executed in parallel. Currently, our feedback process provides the compiler expert with compilation units were duplication decisions differ to gain insight into flaws of the existing cost model.

3.3 Results

Using ML as an assistive technology, both speed-ups and code size reductions could be reported as a result of fixing several misclassifications in the human-crafted model. Figure 5 shows a small subset of benchmarks, where interesting patterns can be seen. Four different configurations are depicted. Default is the configuration which is currently used in GraalVM, running on millions of devices worldwide. Fixed shows GraalVM after applying fixes to the node cost model, which were motivated by our research using machine learning. ML is GraalVM but with our ML model replacing the node cost model when predicting code size impact. Finally, the NoDup configuration is the baseline, where duplication in Graal is disabled.

Both, jetstream’s towers and containers benchmarks show severe underestimations of the resulting code size with the default Graal configuration. These were caused by wrong node costs for loop related nodes and ReturnNodes. Other benchmarks could be improved by finding and fixing bugs in the node cost model implementation which were unveiled due to vastly different decisions between ML model and node cost model. For some other benchmarks, like richards and typescript, the non-linear ML model simply outperforms the linear regression like node cost model. Gameboy shows a different behavior, where due to the reduction of code size, the performance is degraded. Other benchmarks also had slowdowns or code size growths when executed with our machine learning model. This shows, that it is very hard to create a consistent yet understandable machine learning model for a given task.

4 Conclusion

The approach presented in this paper aims to close the gap between the domains of dynamic compiler optimization and machine learning in a production environment. It tries to use both disciplines in a complementary way. Instead of replacing compiler logic by ML black boxes and giving up on understandability we rather assist existing compiler optimizations and incorporate findings from ML to extend expert knowledge. The proposed approach in the domain of code duplication can be seen as one application area, where an existing, production-level heuristic could still be improved by using machine learning. In the future, we plan to transfer our approach also to other domains such as inlining or loop related optimizations. Especially, when it comes to predicting a performance impact, we assume that creating a training dataset with high precision yet little noise is a challenging task.
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Figure 5. Selection of benchmark results.