Problem and Motivation

As latency, throughput and energy efficiency become increasingly important, custom hardware accelerators are being designed for numerous applications. Alas, designing these accelerators can be a tedious and error-prone process using a hardware description language (HDL) such as Verilog. An attractive alternative is high-level synthesis (HLS), in which hardware designs are automatically compiled from software written in a high-level language like C. Modern HLS tools such as LegUp \cite{legup}, Vivado HLS \cite{vivado}, Intel i++ \cite{intel}, and Bambu HLS \cite{bambu} promise designs with comparable performance and energy-efficiency to those hand-written in an HDL \cite{handwritten}, while offering the convenient abstractions and rich ecosystems of software development. But existing HLS tools cannot always guarantee that the hardware designs they produce are equivalent to the software they were given, and this undermines any reasoning conducted at the software level.

Indeed, there are reasons to doubt that HLS tools actually do always preserve equivalence. For instance, Vivado HLS has been shown to apply pipelining optimisations incorrectly\cite{vivado-pipelining} or to silently generate wrong code should the programmer stray outside the fragment of C that it supports\cite{vivado-pointer}. Meanwhile, Lidbury et al.\cite{lidbury} had to abandon their attempt to fuzz-test Altera’s (now Intel’s) OpenCL compiler since it “either crashed or emitted an internal compiler error” on so many of their test inputs. More recently, Herklotz et al.\cite{herklotz} fuzz-tested three commercial HLS tools using Csmith\cite{csmith}, and despite restricting the generated programs to the C fragment explicitly supported by all the tools, they still found that on average 2.5% of test cases generated a design that did not match the behaviour of the input.

Existing workarounds

Aware of the reliability shortcomings of HLS tools, hardware designers routinely check the generated hardware for functional correctness. This is commonly done by simulating the design against a large test-bench. But unless the test-bench covers all inputs exhaustively, which is often infeasible, there is a risk that bugs remain.

An alternative is to use translation validation\cite{translation-validation} to prove the input and output equivalent. Translation validation has been successfully applied to several HLS optimisations\cite{translation-validation}. But translation validation is an expensive task, especially for large designs, and it must be repeated every time the compiler is invoked. For example, the translation validation for Catapult C\cite{catapult} may require several rounds of expert ‘adjustments’\cite[p. 3]{catapult} to the input C program before validation succeeds. And even when it succeeds, translation validation does not provide watertight guarantees unless the validator itself has been mechanically proven correct, which is seldom the case.

Our position is that none of the above workarounds are necessary if the HLS tool can simply be trusted to work correctly.

Our solution

We have designed a new HLS tool in the Coq theorem prover and proved that any output it produces always has the same behaviour as its input. Our tool, called Vericert, is automatically extracted to an OCaml program from Coq, which ensures that the object of the proof is the same as the implementation of the tool. Vericert is built by extending the CompCert verified C compiler\cite{compcert} with a new hardware-specific intermediate language and a Verilog back end. It supports most C constructs, including integer operations, function calls, local arrays, structs, unions, and general control-flow statements, but currently excludes support for case statements, function pointers, recursive function calls, integers larger than 32 bits, floats, and global variables.

Background and Related Work

Most practical HLS tools\cite{legup,vivado,intel,bambu} fit into the category of usable tools that take high-level inputs. On the other spectrum, there are tools such as BEDROC\cite{bedroc} for which there is no practical tool, and even though it is described as high-level synthesis, it more closely resembles today’s hardware synthesis tools.

Ongoing work in translation validation\cite{translation-validation} seeks to prove equivalence between the hardware generated by an HLS tool and the original behavioural description in C. An example of a tool that implements this is Mentor’s Catapult\cite{catapult}, which tries to match the states in the 3AC description to states in the original C code after an unverified translation. Using translation validation is quite effective for verifying...
complex optimisations such as scheduling or code motion, but the validation has to be run every time the HLS is performed. In addition to that, the proofs are often not mechanised or directly related to the actual implementation, meaning the verifying algorithm might be wrong and hence could give false positives or false negatives.

Finally, there are a few relevant mechanically verified tools. First, Köika is a formally verified translation from a core fragment of BlueSpec into a circuit representation which can then be printed as a Verilog design. This is a translation from a high-level hardware description language into an equivalent circuit representation, so is a different approach to HLS. Lööw and Myreen used a verified translation from HOL4 code describing state transitions into Verilog to design a verified processor, which is described in Lööw et al. In addition to that, there is also work on formally verifying a synthesis tool to transform, which can transform hardware descriptions into low-level netlists. Their approach translated a shallow embedding in HOL4 into a deep embedding of Verilog. Perna and Woodcock designed a formally verified translation from a deep embedding of Handel-C, which is translated to a deep embedding of circuit. Finally, Ellis used Isabelle to implement and reason about intermediate languages for software/hardware compilation, where parts could be implemented in hardware and the correctness could still be shown.

Verilog Semantics

The Verilog standard is quite large, but the syntax and semantics can be reduced to a small subset that Vericert needs to target. This section also describes how Vericert’s representation of memory differs from CompCert’s memory model.

The Verilog semantics we use is ported to Coq from a semantics written in HOL4 by Lööw and Myreen and used to prove the translation from HOL4 to Verilog. This semantics is quite practical as it is restricted to a small subset of Verilog, which can nonetheless be used to model the hardware constructs required for HLS. The main features that are excluded are continuous assignment and combinational always-blocks.

Uniqueness of the Approach

Extension to CompCert

The main work flow of Vericert is given in Figure, which shows those parts of the translation that are performed in CompCert, and those that have been added. First, the intermediate language had to be chosen at which to branch off. The three-address code (3AC) was chosen as the branching point. Any

```
begin <= en})
if (u_en != en) begin
  if (wr_en) stack[addr] <= d_in;
  else d_out <= stack[addr];
  en <= u_en;
end
```

Instead of directly accessing the stack array in the data-path, a request is made to the RAM interface shown above to load or store a value to memory. Firstly, always-block of the RAM interface is triggered at the negative edge of the clock, whereas the control logic and the data-path are triggered at the positive edge of the clock. This means that the loads from memory only take two clock cycles instead of three, and stores take one clock cycle instead of two. In addition to that, the first if-statement compares the equality of the user enable u_en, which is toggled by the data-path when it wants to use the RAM,

avoid confusion with register-transfer level (RTL), which is another name for the final hardware target of the HLS tool.
and the internal enable en, which is controlled by the RAM itself. This feature allows the RAM to disable itself, therefore simplifying the proof of this compiler pass dramatically.

**Verilog generation** The final step is to generate the Verilog from HTL. This pass is conceptually simple, as the data-path and control logic maps are translated to case statements inside a positive edge triggered always-block. In addition to that, the RAM interface which was only modelled abstractly in HTL is actually implemented in Verilog, and proven to behave equivalently for all possible inputs.

**Changes to the Semantics**

Five changes were made to the semantics proposed by Lööw and Myreen [17] to make it a suitable HLS target.

**Adding array support**: The main change is the addition of support for arrays, which are needed to model RAM in Verilog. RAM is needed to model the stack in C efficiently, without having to declare a variable for each possible stack location.

**Adding negative edge support**: To support memory inference efficiently and create and reason about a circuit that executes at the negative edge of the clock, support for the negative edge triggered always-blocks was added to the semantics. The main execution of the module is split into a positive edge execution and a negative edge execution.

**Adding declarations**: Explicit support for declaring inputs, outputs and internal variables was added to the semantics to make sure that the generated Verilog also contains the correct declarations. This adds some guarantees to the generated Verilog and ensures that it synthesises and simulates correctly.

**Removing support for external inputs to modules** Support for receiving external inputs was removed from the semantics for simplicity, as these are not needed for an HLS target. The main module in Verilog models the main function in C, and since the inputs to a C function should not change during its execution, there is no need for external inputs for Verilog modules.

**Simplifying representation of bitvectors**: Finally, we use 32-bit integers to represent bitvectors rather than arrays of Booleans. This is because Vericert (currently) only supports types represented by 32 bits.

**Proof of equivalence of the passes**

The main correctness theorem is analogous to that stated in CompCert [13]: for all Clight source programs C, if the translation to the target Verilog code succeeds, and C has safe observable behaviour B when executed, then the target Verilog code will have the same behaviour B. Here, a ‘safe’ execution is one that either converges or diverges, but does not “go wrong”. If the program does admit some wrong behaviour (like undefined behaviour in C), the correctness theorem does not apply. A behaviour, then, is either a final state (in the case of convergence) or divergence. In CompCert, a behaviour is also associated with a trace of I/O events, but since external function calls are not supported in Vericert, this trace will always be empty for us. Note that the compiler is allowed to fail and not produce any output; the correctness theorem only applies when the translation succeeds.

**Theorem 1** For any safe behaviour B, whenever the translation from C succeeds and produces Verilog V, then V has behaviour B only if C has behaviour B.

∀C, V, B ∈ Safe, HLS(C) = OK(V) ∧ V ⊩ B ⇒ C ⊩ B.

The theorem is a ‘backwards simulation’ result (from target to source), following the terminology used in the CompCert literature. The theorem does not demand the ‘if’ direction too, because compilers are permitted to resolve any non-determinism present in their source programs. In practice, Clight programs are all deterministic, as are the Verilog programs in the fragment we consider. This means that we can prove the correctness theorem above by first inverting it to become a forwards simulation result, following standard CompCert practice.

Furthermore, to prove the forward simulation, it suffices to prove forward simulations between each intermediate language, as these results can be composed to prove the correctness of the whole HLS tool.

**Results and Contributions**

Figure 2 compares the cycle counts of 27 PolyBench/C programs executed by Vericert and different optimisation levels of LegUp, an existing, unverified and optimising HLS tool. First, LLVM optimisations are turned off in LegUp, which correspond to general compiler optimisations, referred to as LegUp w/o opt. Next, we additionally turned off operation chaining, a common HLS optimisation that places data-dependent instructions into the same cycle, and therefore reduces the cycle count of the final hardware. This version of LegUp is referred to as LegUp w/o opt+chain.
Figure 2: The top graph shows the execution time of Vericert on PolyBench/C with division/modulo operations enabled, comparing against LegUp without LLVM optimisations and without operation chaining and LegUp without front end LLVM optimisations relative to optimised LegUp. The bottom graph shows the same comparison with the division/modulo operations replaced by an iterative algorithm.

Each graph uses optimised LegUp as the baseline. The top graph in Figure 2 contains relative execution time of the standard PolyBench/C benchmarks, whereas the graph below it shows the relative execution time the benchmarks where division/modulo operations were replaced by an iterative algorithm using shifts and adds. When division/modulo operations are present LegUp designs execute around $27\times$ faster than Vericert designs. However, when division/modulo operations are replaced by the iterative algorithm, LegUp designs are only $2\times$ faster than Vericert designs. However, the benchmarks with division/modulo replaced show that Vericert actually achieves the same execution speed as LegUp w/o opt+chain, which is encouraging, and shows that the hardware generation is following the right steps. The execution time is calculated by multiplying the maximum frequency that the FPGA can run at with this design, by the number of clock cycles that are needed to complete the execution. We can therefore analyse each separately.

First, looking at the difference in clock cycles, Vericert produces designs that have around $4.5\times$ as many clock cycles as LegUp designs in both cases, when division/modulo operations are present. This performance gap can be explained in part by LLVM optimisations, which seem to account for a $2\times$ decrease in clock cycles, as well as operation chaining, which decreases the clock cycles by another $2\times$. The rest of the speed-up is mostly due to LegUp optimisations such as scheduling and memory analysis, which are designed to extract parallelism from input programs. This gap does not represent the performance cost that comes with formally proving a HLS tool. Instead, it is simply a gap between an unoptimised Vericert versus an optimised LegUp. As we improve Vericert by incorporating further optimisations, this gap should reduce whilst preserving the correctness guarantees.

Secondly, looking at the maximum clock frequency that each design can achieve, LegUp designs achieve $8.2\times$ the maximum clock frequency of Vericert when division/modulo operations are present. This is in great contrast to the maximum clock frequency that Vericert can achieve when no divide/modulo operations are present, where Vericert generates designs that are actually $2\times$ better than the frequency achieved by LegUp designs. The dramatic discrepancy in performance for the former case can be largely attributed to Vericert’s naïve implementations of division and modulo operations, as Vericert currently uses the built-in Verilog division and modulo operators. These create large circuits that need to complete within one clock cycle, therefore reducing the overall clock speed that the design can run at. Indeed, Vericert achieved an average clock frequency of just 13MHz, while LegUp managed about 111MHz. After replacing the division/modulo operations with our own C-based implementations, Vericert’s average clock frequency becomes about 220MHz. This improvement in frequency can be explained by the fact that LegUp uses a memory controller to manage multiple RAMs using one interface, which is not needed in Vericert as a single RAM is used for the memory.

**Contributions**

- We presented Vericert, the first mechanically verified HLS tool that compiles C to Verilog.
• We stated the correctness theorem of Vericert with respect to an existing semantics for Verilog due to Lööw and Myreen [17]. We described how we extended this semantics to make it suitable as an HLS target.

• We describe how we proved the correctness theorem. The proof follows standard CompCert techniques – forward simulations, intermediate specifications, and determinism results – but we encountered several challenges peculiar to our hardware-oriented setting. These include handling discrepancies between byte- and word-addressable memories, different handling of unsigned comparisons between C and Verilog, correctly mapping CompCert’s memory model onto a finite Verilog array and finally correctly rearranging memory reads and writes so that these behave properly as a RAM in hardware.

• Finally, we evaluated Vericert on the PolyBench/C benchmark suite [20], and compared the performance of our generated hardware against an existing, unverified HLS tool called LegUp [1]. We showed that Vericert generates hardware that is 27× slower (2× slower in the absence of division) and 1.1× larger than that generated by LegUp. We intend to bridge this performance gap in the future by introducing (and verifying) HLS optimisations of our own, such as scheduling and memory analysis.
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