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ABSTRACT
In recent years, deep learning models have become ubiquitous in industry and academia alike. Modern deep neural networks (DNNs) can solve one of the most complex problems today, but coming with the price of massive compute and storage requirements. This makes deploying such massive neural networks challenging in the mobile edge computing paradigm, where edge nodes are resource-constrained, hence limiting the input analysis power of such frameworks. Semantic and layer-wise splitting of neural networks for distributed processing show some hope in this direction. However, there are no intelligent algorithms that place such modular splits to edge nodes for optimal performance. This work proposes a novel policy, SplitPlace, for efficient splitting of DNNs and placement of DNN split fragments on mobile edge hosts. Our experiments on physical mobile-edge environments with real-world workloads show that SplitPlace can significantly improve the state-of-the-art in terms of average response time, deadline violation rate, and total reward by up to 46%, 69% and 12% respectively.

1 PROBLEM AND MOTIVATION
Modern Deep Neural Networks (DNN) are becoming the backbone of many industrial tasks and activities [29]. As the computational capabilities of devices have improved, new deep learning models have been proposed. Such neural models are becoming increasingly demanding in terms of data and compute power to provide higher accuracy results in more challenging problems. Many recent DNN models have been shown to outperform the earlier shallow networks for more complex tasks like image segmentation, traffic surveillance, and healthcare [21, 24, 29]. Moreover, recently paradigms like mobile edge computing have emerged which provide robust and low latency deployment of Internet of Things (IoT) applications close to the edge of the network.

Challenges. However, mobile edge devices face the severe limitation of computational and memory resources as they rely on low power energy sources like batteries, solar or other energy scavenging methods [29]. This is not only because of the requirement of low cost but also the need for mobility in such nodes [28]. Herein, it is still possible to handle the processing limitations of massive DNN models by effective preemption and longer execution of jobs. However, memory bottlenecks are much harder to solve [28]. In a distributed edge environment where storage spaces a typically mapped to a networks-attached-media, large swap spaces impose very high network bandwidth overheads making high fidelity inference using DNNs hard [23, 27]. To deploy an upgraded AI model, tech-giants like Amazon, Netflix and Google need to revamp their infrastructure and upgrade their devices, raising many sustainability concerns [29]. This has made the integration of massive neural network models with such devices an expensive ordeal.

Figure 1: Overview of layer and semantic splitting strategies

Contributions. The only solution for this problem is the development of strategies that can accommodate large-scale DNNs within legacy infrastructures. Many prior efforts in this regard have been proposed [12, 14, 19] but they fail to provide a holistic strategy for not only distributed learning but also inference in such memory-constrained environments. This work proposes a novel neural splitting and placement policy, SplitPlace, for enhanced distributed neural network inference at the edge. SplitPlace allows modular neural models to be integrated for best result accuracies that could only be provided by cloud deployments. This project is part of a larger endeavor to efficiently integrate the hitherto disjoint fields of deep learning and distributed systems research [22].

2 BACKGROUND AND RELATED WORK
Model Compression. Other recent works offer lower precision models that can fit within the limited memory of such devices by using methods like Model Compression or Model Pruning [9, 11]. Efficient compression of DNN models has been a long studied problem in the literature [4]. Several works have been proposed that aim at the structural pruning of neural network parameters without significantly impacting the model’s performance. These use approaches like tensor decomposition, network sparsification and data quantization [4]. Such pruning and model compression approaches have also been used by the systems research community to allow inference of massive neural models on devices with limited resources [3]. Recently, architectures like BottleNet and Bottlenet++ have been proposed [5, 18] to enable DNN inference on mobile cloud environments and reduce data transmission times. BottleNet++ compresses the intermediate layer outputs before sending them to the cloud layer. It uses a model re-training approach to prevent the inference being adversely impacted by the lossy compression of data. Further, BottleNet++ classifies workloads in terms of compute, memory and bandwidth bound categories and applies an appropriate model compression strategy. However, model compression does not leverage multiple compute nodes and has poor inference accuracy in general compared to semantic split execution (discussed in Section 4). Thus, SplitPlace does not use the model compression technique.
Neural Network Splitting. Recently, split neural network models have been proposed. They show that using semantic or layer-wise splitting, a large deep neural network can be fragmented into multiple smaller networks for dividing network parameters onto multiple nodes [7, 12, 17]. An overview of these two strategies is shown in Figure 1. The former partitions a neural network into parallel disjoint models that produce a part of the result. The latter partitions a neural network into sequential models that generate intermediate results. Layer splits provide higher accuracy and response time, whereas semantic splits provide lower values for both. SplitPlace leverages this contrast in traits to trade-off between inference accuracy and response time based on SLA requirements of the input tasks. Despite the considerable drop in inference accuracy when using semantic splitting scheme, it is still used in the proposed SplitPlace approach as it is better than model compression or early-exit strategies for quick inference. This is acceptable in many industrial applications [6, 11] where latency and service level agreements are more important performance metrics than high-fidelity result delivery. In this work, we consider a system with both SLA violation rates and inference accuracy as optimization objectives. This makes the combination of layer and semantic splitting a promising choice for such use cases. However, no appropriate scheduling policies exist that can intelligently place such modular neural fragments on a distributed infrastructure to optimize both accuracy and SLA together. The placement of such split models is non-trivial considering the diverse and complex dynamism of task distribution, model usage frequencies and geographical placement of mobile edge devices [1].

3 APPROACH AND UNIQUENESS

3.1 System Model and Problem Formulation

In this work, we assume a scenario with a fixed number of multiple heterogeneous edge nodes in a broker-worker fashion, which is a typical case in mobile-edge environments [2, 17, 18, 26]. Here, the broker node takes all resource management related decisions and tasks are executed on workers. Examples of broker nodes include personal laptops, small-scale servers and low-end workstations [26]. Example of common worker nodes in edge environments include Raspberry Pis, Arduino and similar System-on-Chip (SoC) computers [29]. Some worker nodes are assumed to be mobile, whereas others are considered to be fixed in terms of their geographical location. We periodically measure utilizations of CPU, RAM, Bandwidth and Disk for each task in the system. Moreover, we consider that tasks include a batch of inputs that need to be processed by a DNN model. Further, for each task, a service level deadline is defined at the time the task is sent to the edge environment. We give an overview of the SplitPlace system model in Figure 2.

Workload Model. We consider a bounded discrete time control problem where we divide the timeline into equal duration intervals, with the t-th interval denoted as \( I_t \). Here, \( t \in \{0, \ldots, T\} \), where \( T \) is the number of intervals in an execution. We assume a fixed number of host machines in the edge layer and denote them as \( H \). We also consider that new tasks created at the interval \( I_t \) are denoted as \( N_t \), with all active tasks being denoted as \( T_t \) (and \( N_t \subseteq T_t \) ). Each task \( i \in T_t \) consists of a batch input \( b_i \), SLA deadline \( s_i \) and a DNN application \( a_i \). The set of all possible DNN applications is denoted by \( A \). For each new task \( i \in N_t \), the edge broker takes a decision \( D^i \), such that \( D^i \in \{L, S\} \), with \( L \) denoting layer-wise splitting and \( S \) denoting semantic split strategy. The collection of all split decisions for active tasks in interval \( I_t \) is denoted as \( D_t = \{D^i\}_{i \in N_t} \). Based on the decision \( D^i \) for task \( i \), this task is realized as an execution workflow in the form of containers \( C^i \). Similar to a VM, a container is a package of virtualized software that contains all of the necessary elements to run in any environment. The set of all containers active in the interval \( I_t \) is denoted as \( C_t = \cup_{i \in N_t} C^i \). The set of all utilization metrics of CPU, RAM, Network Bandwidth and Disk for all containers and hosts at the start of the interval \( I_t \) defines the state of the system, denoted as \( S_t \).

Problem Formulation. The aim of the model is to optimize an objective score \( O_t \) (to be maximized), which quantifies the QoS parameters of the interval \( I_t \), such as accuracy, SLA violation rate, energy consumption and average response time. To do this, we decompose the problem into two sub-problems of deciding the optimal splitting strategy for input tasks and that of placement of active containers in edge hosts. Thus, the SplitPlace model takes the split decision \( D^i \) for all \( i \in N_t \). Moreover, it also takes a placement decision for all active containers \( C_t \), denoted as an adjacency matrix \( P_t : C_t \times H \). This is realized as a container allocation for new tasks and migration for active tasks in the system. The constraints in this formulation include the following. Firstly, the container decompositions for a new task \( i \in N_t \) should be based on \( D^i \). Secondly, containers corresponding to the layer-split decisions \( \{C^i | D^i = L\} \) should be scheduled as per the linear chain of precedence constraints. This is because the output of an initial layer in an inference pipeline of a neural network is required before we can schedule a latter layer in the pipeline. Thirdly, the placement matrix \( P_t : C_t \times H \) should adhere to the allocation constraints, i.e., it should not allocate/migrate a container to a host where the host does not have sufficient resources available to accommodate the container. The problem can be formulated as

\[
\begin{align*}
\max_{P_t, D_t} \sum_{t=0}^{T} O_t \\
\text{s.t.} & \quad \forall t, \forall i \in N_t, C^i \text{ containers created based on } D^i, \\
& \quad \forall t, P_t \text{ is feasible, } \forall D^i = L, C^i \text{ follow precedence.}
\end{align*}
\]

3.2 SplitPlace Policy

As described previously, we decompose the problem into splitting and placement decisions. The motivation behind this is to avoid the exponential state-space explosion when considering the problem of joint optimization of both decisions.

MAB Based Splitting. The idea behind the proposed SplitPlace approach is to maintain MABs for two different contexts: 1) when
SLA is greater than the estimate of the response time for a layer decision, 2) when SLA is less than this estimate. The motivation behind these two contexts is that in case of the SLA deadline being lower than the execution time of layer split, a "layer" decision would be more likely to violate the SLA as result delivery would be after the deadline. However, the exact time it takes to completely execute all containers corresponding to the layer split decision is apriori unknown. Thus, for every application type, we maintain estimates of the response time, i.e., the total time it takes to execute all containers corresponding to this decision.

Let us denote the tasks leaving the system at the end of $I_T$ as $E_T$. Now, for each task $i \in E_T$, we denote response time and inference performance using $r_i$ and $p_i$. We denote the layer response time estimate for application $a \in A$ as $R^a$. To quickly adapt to non-stationary scenarios, for instance due to the mobility of edge nodes in the system, we update our estimates using new data-points as exponential moving averages using the multiplier $\phi \in [0, 1]$ for the most recent response time observation.

$$R^a \leftarrow \phi \cdot r_i + (1 - \phi) \cdot R^a, \forall i \in E_T \land D^i = L, \forall a \in A. \quad (2)$$

Now, for any input task $i \in N_I$, we divide it into two cases: $sla_i \geq R^a$ and $sla_i < R^a$. Considering that the response time of a semantic-split decision would likely be lower than the layer-split decision, in the first case both decisions would most likely not lead to an SLA violation (high SLA setting). However, in the second case, a layer-split decision would likely lead to an SLA violation but not the semantic-split decision (low SLA setting). To tackle the problem for these different contexts, we maintain two independent MAB models denoted as $MAB^h$ and $MAB^l$. For each context and decision $d \in \{L, S\}$, we define reward metrics as

$$O^{h,d} = \sum_{i \in E_T} \left[ \begin{array}{c} 1 \left( r_i \leq sla_i + p_i \right) \cdot \left( sla_i \geq R_i \land D^i = d \right) \\ 2 \cdot \sum_{i \in E_T} \left( sla_i \geq R_i \land D^i = d \right) \end{array} \right],$$

$$O^{l,d} = \sum_{i \in E_T} \left[ \begin{array}{c} 1 \left( r_i \leq sla_i + p_i \right) \cdot \left( sla_i < R_i \land D^i = d \right) \\ 2 \cdot \sum_{i \in E_T} \left( sla_i < R_i \land D^i = d \right) \end{array} \right].$$

The first term of the numerator, i.e., $\left[ \begin{array}{c} 1 \left( r_i \leq sla_i + p_i \right) \cdot \left( sla_i \geq R_i \land D^i = d \right) \end{array} \right]$ quantifies SLA violation reward (one if not violated and zero otherwise). The second term, i.e., $p_i$ corresponds to the inference accuracy of the task. Thus, each MAB model gets the reward function for its decisions allowing independent training of the two.

Now, for each decision context $c \in \{h, l\}$ and $d \in \{L, S\}$, we maintain a decision count $N^{c,d}$ and a reward estimate $Q^{c,d}$ which is updated using the reward functions $O^{h,d}$ or $O^{l,d}$ as follows

$$Q^{c,d} \leftarrow Q^{c,d} + \gamma (Q^{c,d} - Q^{c,d}), \forall d \in \{L, S\}, \forall c \in \{h, l\}.$$  

where $\gamma$ is the decay parameter. Thus, each reward-estimate is updated by the corresponding reward metric.

To train the model, we take the contextual decision

$$D^i = \begin{cases} \text{random decision}, & \text{with prob. } \epsilon, \text{ otherwise } \left( sla_i \geq R_i \right), \\ \text{random decision}, & \text{with prob. } \epsilon, \text{ otherwise } \left( sla_i < R_i \right). \end{cases} \quad (6)$$

Here, the probability $\epsilon$ decays using the reward feedback, starting from 1. We maintain a reward threshold $\rho$ that is initialized as a small positive constant $k < 1$, and use average reward $O^{MAB} = \frac{1}{3} \sum_{c \in \{h, l\}} \sum_{d \in \{L, S\}} Q^{c,d}$ to update $\epsilon$ and $\rho$ as $\epsilon \leftarrow (1 - k) \cdot \epsilon$ and $\rho \leftarrow (1 + k) \cdot \rho$, when $O^{MAB} > \rho$. The $k$ value controls the rate of convergence of the model. The $\epsilon$ value controls the exploration of the model at training time allowing the model to visit more states and obtain precise estimates of the layer-split response times.

However, at test time we already have precise estimates of the response times; thus exploration is only required to adapt in volatile scenarios. For this, $\epsilon$-greedy is not a suitable approach as decreasing $\epsilon$ with time would prevent exploration as time progresses. Instead, we use an Upper-Confidence-Bound (UCB) exploration strategy that is more suitable as it takes decision counts also into account [10, 31]. Thus, at test time, we take a deterministic decision using the rule

$$D^i = \begin{cases} \arg \max_{d \in \{L, S\}} Q^{h,d} + c \sqrt{\frac{\log N^{h,d}}{N^{h,d}}}, & sla_i \geq R_i, \\ \arg \max_{d \in \{L, S\}} Q^{l,d} + c \sqrt{\frac{\log N^{l,d}}{N^{l,d}}}, & sla_i < R_i, \end{cases} \quad (7)$$

$t$ is the scheduling interval count and $c$ is the exploration factor.

**Surrogate Optimization based Placement.** Once we have the splitting decision for each input task $i \in N_I$, we now can create containers using pre-trained layer and semantic split neural networks corresponding to the application $a_i$. This can be done offline on a resource rich system, where the split models can be trained using existing datasets. Then we need to place containers of all active tasks $C_t$ to hosts $H$. To do this, we use a learning model which predicts the placement matrix $P_t$ using the state of the system $S_t$, decisions $D_t = D^i \forall i \in C_t$ and a reward signal $O^P$. To define $O^P$, we define the following metrics [25, 27]. 1) Average Energy Consumption (AEC) is defined for any interval $I_t$ as the mean energy consumption of all edge hosts in the system. 2) Average Response Time (ART) is defined for any interval $I_t$ as mean response time (in scheduling intervals) of all leaving tasks $E_t$.

Using these metrics, for any interval $I_t$, $O^P$ is defined as

$$O^P = O^{MAB} - \alpha \cdot AEC_t - \beta \cdot ART_t.$$  

Here, $\alpha$ and $\beta$ (such that $\alpha + \beta = 1$) are hyper-parameters that can be set by users as per the application requirements.

In the proposed framework, we use decision-aware surrogate based optimization method (termed as DASO) to place containers in a distributed mobile edge environment. This is motivated from our prior neural network based surrogate optimization method called Gradient Optimization using Backpropagation to Input (GOBI) [27]. Unlike vanilla GOBI, DASO is split-decision aware. Here, we consider a Fully-Connected-Network (FCN) model $f(x; \theta)$ that takes an $x$ as a tuple of input state $S_t$, split-decision $D_t$ and placement decision $P_t$, and outputs an estimate of the QoS objective score $O_t$. Now, using existing execution trace dataset, $\Lambda = \{\{S_t, P_t, D_t\}_t\}$, the FCN model is trained to optimize its network parameters $\theta$ such that the Mean-Square-Error (MSE) is minimized as in [27]. To do this, we use AdamW optimizer [15] and update $\theta$ up till convergence. This allows the surrogate model $f$ to predict an QoS objective score for a given system state $S_t$, split-decisions $D_t$ and task placement $P_t$. Once the surrogate model is trained, starting from the placement decision from the previous interval $P_{t-1}$, we leverage it to optimize the placement decision using the following rule

$$P_t \leftarrow P_t - \eta \cdot \nabla P_t f([S_t, P_t, D_t]; \theta), \quad (10)$$
for a given state and decision pair \( S_t, D_t \). Here, \( \eta \) is the learning rate of the model. The above equation is iterated till convergence, i.e., the \( L2 \) norm between the placement matrices of two consecutive iterations is lower than a threshold value. Thus, at the start of each interval \( I_\tau \), using the output of the MAB decision module, the DASO model gives us a placement decision \( P_t \).

**SplitPlace Algorithm.** Using pre-trained MAB models, i.e., Q-estimates \( Q^c, d \) and decision counts \( N^c, d \), the model decides the optimal splitting decision using the UCB metric. To adapt the model in non-stationary scenarios, we dynamically update the Q-estimates and decision counts. Using the current state and the split-decisions of all active tasks, we use the DASO approach to take a placement decision for the active containers. Again, we fine-tune the DASO’s surrogate model using the reward metric to adapt to changes in the environment, for instance the changes in the latency of mobile edge nodes and their consequent effect on the reward metrics. However, the placement decision must conform to the allocation constraints. To relax the constraint of having only feasible placement decisions, in SplitPlace we allocate or migrate only those containers for which it is possible. Those containers that could not be allocated in a scheduling interval are placed to nodes corresponding to the highest output of the neural network \( f \). If no host placement is feasible the task is added to a wait queue, which are considered again for allocation in the next interval.

## 4 RESULTS AND CONTRIBUTIONS

To implement SplitPlace, we build upon the container orchestration primitives provided by our COSCO framework [27]. SplitPlace uses HTTP RESTful APIs for communication and seamlessly integrates a F1ask based web-environment to deploy and manage containers in a distributed setup [8].

**Setup.** As our experimental setup, we use an edge computing cluster of 16 Raspberry Pi 4B nodes as shown in Figure 3. This cluster consists of eight 4-GB RAM nodes and another eight 8-GB RAM nodes. Instead of using the watt-meter, we consider the power consumption models from the commonly-used Standard Performance Evaluation Corporation (SPEC) benchmarks repository [20]. We run all experiments for 100 scheduling intervals, with each interval being 5 minutes long, giving a total experiment time of 8 hours 20 minutes. The scheduling and the online fine-tuning of the model was performed by the edge broker with configuration: laptop with Intel i3-1115G4 and 8GB RAM.

To factor in the mobility of the edge nodes, we use the NetLimiter tool to tweak the communication latencies using the mobility model described in the Simulation of Urban Mobility (SUMO) tool [13] that emulates mobile vehicles in a city like setup.

**Workloads.** Motivated from prior work [30], we use three families of popular DNNs as the benchmarking models: ResNet50-V2, MobileNetV2 and InceptionV3 [16]. These models have been taken directly from the AloTbench workloads [16]. This is a popular suite of AI benchmark applications for IoT and Edge computing solutions. Each family has many variants of the model, each having a different number of layers in the neural model. For instance, the ResNet model has 34 and 50 layers. We use three image-classification data sets: MNIST, FashionMNIST and CIFAR100 [16]. At the beginning of each scheduling interval, we create \( \text{Poisson}(\lambda) \) tasks with \( \lambda = 6 \) tasks for our setup, sampled uniformly from one of the three applications as per [27]. Thus the application set \( A \) becomes \{MNIST, FashionMNIST, CIFAR100\}.

**Baselines and Ablation Models.** We compare the performance of the SplitPlace approach against the state-of-the-art baselines Gillis [30] and BottleNet++ Model Compression (denoted as MC in our graphs) [18]. We also compare SplitPlace with ablated models, where we replace one or both of the MAB or DASO components with simpler versions as described below. **Semantic+GOBI (S+G):** Semantic-split decision only with vanilla GOBI placement module. **Layer+GOBI (L+G):** Layer-split decision only with vanilla GOBI placement module. **Random+DASO (R+D):** Random split decision with DASO placement module. **MAB+GOBI (M+G):** MAB based split decision with vanilla GOBI placement module.

**Results.** As in prior work [27], we use \( \alpha = \beta = 0.5 \) in (8) for our experiments. Also, we use the exploration factor \( c = 0.5 \) for the UCB exploration and the exponential moving average parameter \( \phi = 0.9 \), chosen using grid-search using the cumulative reward as the metric to maximize. Table 1 shows the results of our experiments comparing the cumulative AEC and ART values, scheduling time (seconds), Jain’s fairness index, task wait time (seconds), SLA violation rates, task accuracy and reward (as per eq 8). Compared to the baselines, SplitPlace can reduce energy consumption by up to 4.41% − 5.03% giving an average energy consumption of 1.0867 MW-hr. However, the SplitPlace approach has higher scheduling time and lower fairness index. The Gillis baseline has the highest fairness index of 0.89, however this index for SplitPlace is 0.73. SplitPlace has a higher overhead of 11.8% compared to the Gillis baseline in terms of scheduling time.

**Robustness to Workloads.** Figure 4 shows the performance parameters for all models in the three workload settings. The graphs show contrasting workload specific trends. For instance, the accuracy of the MNIST application is higher and response time lower than the other two application types. Thus, for all models, the average accuracy is higher compared to the original workload and response time lower. However, due to lower resource requirements of the MNIST workload, the MC model seldom takes the decision
to use compressed models, giving a high accuracy uplift compared to the original setup. Even with these constrained workloads, the SplitPlace model has the highest average accuracy with the lowest average response times and SLA violation rates. Overall, we see that the average reward of the SplitPlace model (89.83 – 95.36) is highest among all methods. The baseline models, Gillis and MC have rewards in the range 75.54 – 83.98 and 66.57 – 88.31 respectively.

5 CONCLUSIONS

In this work, we present SplitPlace, a novel framework for efficiently managing demanding neural network based applications. SplitPlace exploits the trade-off between layer and semantic split models where the former gives higher accuracy, but the latter gives much lower response times. This allows SplitPlace to not only manage tasks to maintain high inference accuracy on average, but also reduce SLA violation rate. SplitPlace outperforms the baseline models in terms of average response time, SLA violation rate, inference accuracy and total reward by up to 46.3%, 69.2%, 3% and 12.1% respectively in a mobile heterogeneous edge environment with real-world AI based workloads.
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